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Abstract

The general binary breakage problem with power-law breakage functions and
two families of symmetric and asymmetric breakage kernels is studied in
this work. A useful transformation leads to an equation that predicts self-
similar solutions in its asymptotic limit and offers explicit knowledge of the
mean size and particle density at each point in dimensionless time. A novel
moving boundary algorithm in the transformed coordinate system is developed,
allowing the accurate prediction of the full transient behaviour of the system
from the initial condition up to the point where self-similarity is achieved,
and beyond if necessary. The numerical algorithm is very rapid and its
results are in excellent agreement with known analytical solutions. In the
case of the symmetric breakage kernels only unimodal, self-similar number
density functions are obtained asymptotically for all parameter values and
independent of the initial conditions, while in the case of asymmetric breakage
kernels, bimodality appears for high degrees of asymmetry and sharp breakage
functions. For symmetric and discrete breakage kernels, self-similarity is not
achieved. The solution exhibits sustained oscillations with amplitude that
depends on the initial condition and the sharpness of the breakage mechanism,
while the period is always fixed and equal to In 2 with respect to dimensionless
time.

PACS numbers: 02.60.Nm, 68.43.Jk, 82.30.Lp

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Breakage is the process by which an initial particle population breaks to give more particles of
smaller size. It is known in the literature by many names such as fragmentation or milling or
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scission or partition or disintegration or division as well as others. Breakage is encountered in a
wide variety of physical phenomena and engineering applications, such as polymer degradation
[1], coal combustion [2], grinding [3], crystallization [4], break-up of liquid droplets or air
bubbles [5], as well as cell division of cells in a population [6]. Redner et al [7] offer an
extensive listing of processes in science and engineering where breakage plays a fundamental
role.

A pure, linear breakage process is mathematically described by a partial integro-
differential equation, known as a population balance equation [8]. It is fully characterized
by two functions. First, the breakage rate or breakage function, which describes the rate
by which a particle of size x breaks to give smaller particles, and second, the breakage
kernel (also known as partition probability density function in the context of cell population
dynamics) which describes the probability that a mother particle will partition, upon breakage,
into daughter particles of smaller sizes. In the case where each breakage event leads to the
production of two daughter particles, the process is called binary breakage, while in the case
where more daughter particles are produced, the process is known as multiple break-up.

While the most frequently used breakage function is of the power law type, there are
several different classes of breakage kernels. For binary breakage processes (which will be
the focus of this work), if the highest probability is to produce two equally sized daughter
particles from each breakage event, then the breakage kernel is called symmetric, whereas if
this is not the case, it is called asymmetric. Moreover, when the binary breakage kernel can
be expressed as a function of the daughter to mother particle size ratio divided by the mother
particle size, the breakage kernel is called homogeneous. Furthermore, when the breakage
kernel is independent of the size of the daughter particle, the process is called uniform breakage
or random scission. Another important classification of breakage kernels is in continuous and
discrete. In the former case, the breakage kernel is a continuous function, thus allowing more
than one outcome of each breakage event. If the highest probability is for an equal split, then
the breakage kernel is continuous and symmetric, otherwise it is continuous and asymmetric.
In the case of a discrete breakage kernel, each breakage event always has the exact same
outcome. For example, in the case of asymmetric and discrete breakage, each breakage event
leads to the production of a daughter particle with a fraction r of the mother particle content
and a daughter particle with a fraction (1 — r) of the mother particle content. This type of
breakage kernel is mathematically expressed as a sum of delta functions, thus allowing only
one possibility for the sizes of the daughter particles born from a mother particle of a given
size. In this work, in an effort to be as general as possible, we will consider a whole family
of homogeneous, symmetric breakage kernels and a family of discrete, asymmetric breakage
kernels.

An exceptional body of work has been devoted to the analytical treatment of the problem.
We note the excellent work of Ziff and McGrady [9, 10] and Ziff [11] who derived full transient
solutions for several cases of power-law breakage functions and for specific breakage kernels.
Kostoglou et al [12] and Kostoglou and Karabelas [13] developed solutions of the steady-state
breakage equation with homogeneous breakage kernels in the case of a maximum stable size.
Furthermore, Ziff and McGrady [1] applied the method of successive generations to derive
analytical approximations for special types of binary breakage processes, while Kostoglou
and Karabelas [14] generalized this approach for multiple break-up and for a special type of
asymmetric homogeneous breakage kernel known as the erosion kernel.

A fundamental characteristic of breakage processes is the existence of asymptotic self-
similar behaviour in which the solution behaves as a function of one variable resulting from a
special grouping of the two independent variables of size and time. Filippov [15] was the first to
show the existence of such solutions by formulating the problem as a one-dimensional Markov
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process. Cheng and Redner [16] used elegant arguments and the scaling ansat: first presented
by Friedlander and Wang [17] to prove that the self-similar solution is unique for positive
powers of power-law breakage functions and homogeneous breakage kernels. Moreover,
Treat [18] constructed self-similar solutions for the same type of breakage functions and
polynomial expressions for the breakage kernel. Madras and McCoy [19] expressed the size
distribution using generalized gamma distribution parameters and analytically described the
evolution of these parameters towards self-similarity in the cases of linear breakage functions
and a discrete symmetric breakage kernel, as well as in the case where the breakage kernel
is independent of the size of the daughter particles. Recently, Kostoglou [20] presented
self-similar solutions in the case of discrete asymmetric breakage kernels.

Despite the invaluable insights that can be obtained from such analytical approaches, the
generality of the problem is best served by numerical efforts. To this end, Hill and Ng [21]
discretized the binary breakage equation using either an equidistant or a geometric grid. They
considered power-law breakage functions and three different breakage kernels: (a) uniform
(independent of daughter particle size), (b) parabolic and (c) empirical. For each type, they
derived special coefficients that were specific to the type of grid used as well as to the type of
breakage kernel, by matching the zeroth and first moments of the discretized equations with
those of the continuous population balance equation. The same investigators later extended
their approach to multiple breakage processes [22]. Despite the success in simulating various
breakage processes this approach requires the derivation of specific coefficients for each type of
breakage kernel. Vanni [23] addressed this problem by modifying their algorithm appropriately
to demand exact agreement with the population balance equation in the approximation of the
breakage term instead of the particle density. However, the price of this generalization was that
his results were slightly worse than those of Hill and Ng for two breakage kernels, in terms of
the first four moments of the distribution. Moreover, Liu and Tade [24] recently developed an
adaptive wavelet-based method to solve the uniform binary breakage problem and the problem
of multiple break-up. Their results were found to be in agreement with analytical solutions
for two different points in time and two breakage kernels.

The aforementioned numerical efforts all share one common characteristic: they discretize
the original breakage equation directly. In pure breakage processes the particle density tends
to infinity, while the mean size tends to zero. Due to the particular physics of the problem,
any numerical method discretizing directly the original breakage equation is bound to run
into inaccuracies of some kind for large times, as was indeed observed in some of these
efforts [21]. In addition, such approaches do not naturally reveal the self-similar nature of
breakage equations that was so elegantly shown in several analytical efforts. As a result of
these characteristics, full simulations of the process, from the initial condition until the system
reaches self-similar behaviour or until the point in time of interest from the experimental point
of view, can be particularly hard to obtain with the aforementioned numerical approaches.
Moreover, prediction of self-similar solutions can prove to be invaluable for extraction of
system parameters that are otherwise hard to determine. Thus, it is important to be able to
accurately predict self-similarity.

Motivated by these challenges, we addressed the problem from a different perspective.
Taking into account the physics of the problem, we developed a variable transformation for
both time and size that offers additional insight into the problem and allows for more efficient
and general numerical simulation independently of the choices of: (a) final time, (b) breakage
kernel and (c) breakage function. In section 2, we present the mathematical formulation
of the problem and introduce the variable transformation. In section 3, we discuss the key
features of a novel moving boundary numerical algorithm that was developed in order to
solve the previously presented formulation. For the sake of clarity and continuity, the detailed
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derivation of the algorithm is presented in the appendix. In section 4, we first show that
our numerical results are in excellent agreement with a known analytical solution derived in
[9]. We then use our algorithm to study the behaviour of the system as a function of model
parameter values both asymptotically and transiently for the power-law family of breakage
functions and for two families of breakage kernels: one symmetric and one asymmetric.

2. Mathematical formulation

Consider a population of particles which break continuously inside a volume V to give smaller
particles. Let N(x,)dx denote the number of particles per unit volume, which at time ¢
have sizes between x and x + dx. Then, for the case of binary breakage the problem has the
following population balance formulation [8]:

ON(x,1) max

ot = —aonen+2 [ amipte NG dy 1)
subject to an initial condition:

N(x’ 0) = No(x)v (2)

where x,.x 1S the maximum possible particle size at time ¢. Since any breakage process can
only decrease the size of particles, xp,x must always be smaller than its initial value. We will
define x,,x at each point in time by requiring that there exist no particles at this size:

N(xmax’ t) =0. (3)

As can be seen from equation (1) the binary breakage process is fully characterized by the
breakage function a(x), which describes the rate by which a particle of size x breaks to give
smaller particles and the breakage kernel or partition probability density function p(x, y),
which describes the probability that a mother particle with size y will produce upon breakage
a daughter particle with size x and a daughter particle with size y — x. Since we assume that
volume and mass are conserved at each breakage event, p(x, y) needs to satisfy the constraint:

p(x,y) =ply—x,y). “4)

Moreover, since p(x,y) is a probability density function, it should also satisfy the
normalization constraint:

y
f px,y)dx =1 px,y)=0, x=>y. ®))
0

Using properties (4) and (5), we can easily show that p(x, y) satisfies the fact that the total
volume of the two particles obtained from the break-up of a mother particle of volume y must
be equal to y:

y
2/ xp(x,y)dx = y. (6)
0

In this work, we will consider the family of the most frequently used power-law breakage
functions:

a(x) = xt. (7

We will also consider breakage kernels of the form

__l__IX%ZiEZ___<£>q(1__£)q 8
P = R Drg+ D \y y ®)
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where I' denotes the gamma distribution. Note that p(x, y) is of the form: p(x, y) = %v(’yi),
where v(z) is a symmetric beta distribution with a parameter of g. Thus, p(x, y) is of the
homogeneous type [20].
Taking the zeroth moment of equation (1) and using property (5) we obtain the dynamics
of the particle density denoted by m,(¢):
dmo

= = / a(x)N(x. 1) dx )
t 0

which clearly shows that the particle density asymptotically approaches infinity.
Moreover, taking the first moment of equation (1) and applying property (6) we can easily
see that the first moment of the distribution, which can be thought as a measure of the volume

or mass density of the population is conserved during a breakage process (i.e. d:ln_ll =0).
Now, let us derive the equation for the number density function n(x, t) defined as
N(x,t
ne, ) = Y00 (10)
m,

Substituting equation (10) into equation (9) we obtain the dynamics of the zeroth moment as
a function of the number density function:
dm,

e = m, /Oxmaxa(x)n(x,t)dx. 11

Substituting equation (10) into equation (1), dividing both sides of the equation with m, and
utilizing equation (11) yields

D aponten + 2/ a()p, Yy, 1y dy — n(x, 1 / a(n(x, 1) dr.
X 0
(12)

As opposed to the original equation (1), equation (12) is nonlinear. Taking the first moment of
equation (12) and utilizing the fact that the first moments of the first two terms in the right-hand
side of equation (12) should vanish due to conservation of volume/mass during breakage, we
derive the equation for the average size of the population (x):

d Xmax
ﬂ = —(x)/ a(x)n(x,t)dx (13)
dr 0
It is obvious from equation (13) that the average particle size decreases with time. Thus,
(x)(1) W0=0 0. We exploit this observation and define a dimensionless time as follows:
T = —1n< tx) ) (14)
(xo)

. . C . L . 1)—0
where (x,) is the average size of the initial distribution. Note that rMoo. Therefore,

the dimensionless time defined by equation (14) is a good measure of real time. We further
define the dimensionless particle size as follows:

7= (i—) (15)

Finally, we define a new particle size number density function:

f(z, t)dz = n(x, 1) dx. (16)
Using the transformation (14)—(16) and the fact that the breakage kernel is homogeneous,
equation (12) yields
af _ a@f) . —a(2) f(z, 1) +2 [(™ a(w)p(z, w) f (2, T) dw

= — L T). 17
at 9z Joma@ f(z,7)dz f&o 1n
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Equation (17) is subject to an appropriate initial condition, related to the initial condition of
the original problem as follows:

o N()
f(z,0) = olNo®) fo(2) (18)

0,0
where m, , is the initial particle density. Since f(z, T) is a number density function, it should
also satisfy the normalization constraint:

f Fet)de=1. (19)
0

The value of zy.x is implicitly determined at each point in dimensionless time by the
requirement:

S @Zmax, T) =0. (20)

Taking the first moment of equation (17) and using equation (20) we find that the average of
f(z, t) must always be 1:

/ Sz r)dz=1. @1
0

Thus, the problem under consideration in the transformed coordinate system consists of
equations (17)—(21). In order to find the real time ¢, which corresponds to each value of the
dimensionless time 7, one needs to solve the following non-autonomous differential equation
which is obtained by employing equations (13)—(16):
dr _ exp(L1) 1
dt ()b [i™a(2)f(z,1)dz

Finally, the dynamics of the particle density are obtained from equation (11) with the use of
equations (13) and (14):

dm,

dr
By comparing equations (12) and (17) we observe that the aforementioned transformation
added a convection term to the right-hand side of equation (17). Note also that the steady-state
version of equation (17) obtained by setting the dimensionless time derivative equal to zero
is identical to the equations presented by Cheng and Redner [16], describing the self-similar
solution of the breakage equation. Thus, indeed this formulation can predict the full time
evolution of the breakage process from the initial condition up to the point where the system
reaches self-similar behaviour and beyond, if necessary, thus satisfying one of the objectives
of this work. In addition, transforming the population balance equation in the new coordinate
system offers explicit, exact knowledge of the mean particle size and particle density at each
point in dimensionless time through equations (14) and (23), respectively. The corresponding
actual time can be obtained through integration of equation (24), that can easily be transformed

in an autonomous form through the transformation: #(t) = o (1) %.

(22)

=my, = Mmy(T) = my, exp(T). (23)

3. Numerical solution

For the numerical solution of the problem we developed a tau-spectral method to approximate
the solution in the dimensionless space coordinate, using Legendre basis functions. Since zmax
is not a priori known and in order to increase computational efficiency, we posed the problem
in a moving boundary formulation and used the mathematical model to derive the dynamics of
the moving boundary. For the time integration of the resulting system of ordinary differential
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equations (ODEs) we used the Runge—Kutta fourth-order time integrator. We also developed
a zeroth-order continuation algorithm to find the steady-state solutions of equations (18)—(22)
for the entire region of the model parameter space.

The number of degrees of freedom and time step necessary for accurate approximations
is a function of the parameters of the problem and the initial condition. Since one of the main
focuses of our work was to examine the effect of model parameter values and initial condition
on both the transient and asymptotic behaviour of the system, we used various values for n
and dr (30 < n < 70 and 10~ < dr < 1073). A representative simulation with n = 40,
dr = 107* and integration up to final dimensionless time of 5 (corresponding to a final
mean size which is less than 0.007 of the initial mean) required less than 8 s in an Opteron
2.2 GHz. Although this estimate is typical, in some of the simulations that will be presented
in the following, either less or more refined grid spacings were used.

For the sake of clarity of the presentation, the detailed derivation of the numerical
algorithm is given in the appendix. The high computational efficiency of this algorithm is due
to the combination of the following facts: (a) the transformation (14)—(16) not only allows
the prediction of self-similarity but also avoids approximation of the solution when the mean
particle size becomes very small, (b) the moving boundary formulation allows approximation
of the solution only in the region where the solution is appreciably different from zero,
(c) the convergence properties of Legendre polynomials are excellent for the problem under
consideration and (d) the numerical stability limit of the time integrator employed is high for
the solution of population balance equations.

4. Results and discussion

In the following, we will employ the algorithm to study the behaviour of the system for
different breakage kernels and breakage rates. To validate our numerical algorithm we will
first compare our simulation results with known analytical solutions. In the other cases where
an analytical solution was not available, we performed exhaustive numerical simulations with
refined grids in both space and time and calculated the L2 norms of the differences between the
numerical solutions corresponding to different grids. In all cases, we achieved convergence.
In fact, the order of convergence was exponential, which is a direct consequence of the use of
spectral methods for the approximation of the size distribution [25].

4.1. Symmetric breakage kernels

In the special case of L = 2 and ¢ = 0, Ziff and McGrady [9] derived an analytical expression
of the breakage equation (1) for a general initial condition N (x, 0):

N, t) =e ™ |:N(x, 0) + 2t /oo yN(y, 0) dy] . 24)

In order to verify the validity of our numerical algorithm, we compared our numerical results
with the analytical solution (1) for a Gaussian initial condition with a mean of 5000 (arbitrary
units) and a standard deviation of 10%. We used 35 degrees of freedom and a time step of 10~*
in this simulation. We integrated the equations up to dimensionless time of 5, corresponding
to a final mean size which is less than 0.007 of the initial mean.
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Figure 2. Comparison between numerical and analytical solutions from [9] for the case L = 2 and
g = 0 for the normalized number density function f(z) at various points in dimensionless time.

Figure 1 shows the comparison at different points in time for the number density function
n(x, t). First, note that the numerical and analytical predictions are virtually indistinguishable,
thus proving the validity of the numerical algorithm. The maximum error that was observed
in the simulation occurred at x = 0 and it remained less than 10~ for the entire duration of the
simulation run. Furthermore, by looking at the values in the x and y axes, one can observe that
the number density function does not reach a steady state. As expected, n(x, ¢) continuously
moves towards lower sizes. The initial peak and a new one appears at lower sizes due to the
continuous breakage of the bigger particles. However, after an initial lag of approximately
1.4 in dimensionless time, the number density function adopts a monotonically decreasing
shape. The highest value is observed at x = 0, which is a direct consequence of the fact that
the breakage kernel is independent of the size of the daughter fragment, since ¢ = 0.

Figure 2 shows the corresponding predictions for the normalized number density function
f(z, 7). Note that, contrary to n(x, t), f(z, t) reaches a time-invariant state right at the time
when n(x, t) adopts its monotonically decreasing shape around 7 = 1.4, which corresponds
to a mean size that is approximately as high as 25% of the initial mean size. The prediction of
such self-similar behaviour for n(x, t) is in agreement with the theoretical results presented
by many investigators (see [16] for example) and can be very useful in extracting system
parameters for breakage processes, especially if it is attained that early in the evolution of the
process.

We note that self-similar behaviour was observed for all values of ¢, and L and was verified
through transient simulations. After establishing the validity of our numerical algorithm and
making use of its generality, we proceeded to study the effect of the two-model parameter
values on the shape of the asymptotic self-similar number density function. Figure 3 shows
the effect of parameter g. Since the more concentrated the breakage kernel becomes around
an equal split (higher value of g), the fewer the particles significantly smaller or bigger than
the mean that will be created, the time-invariant number density function f(z) becomes
narrower. Note also (figure 4) that the sharper the breakage mechanism is (higher value of L),
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Figure 3. Effect of parameter ¢ of the homogeneous symmetric breakage kernel on the self-similar
solution for L = 8.

the narrower and the more symmetric the time-invariant number density function f(z)
becomes. The switch-like behaviour, characteristic of sharper breakage mechanisms leads
to smaller differences in the breakage rates amongst particles that belong to the subpopulation
existing below the breakage threshold, as well as amongst the particles that belong to the
subpopulation above the breakage threshold. As a result, the time-invariant normalized
number density function becomes narrower and more symmetric around the value of 1.

4.2. Asymmetric breakage kernels

Up to this point we have assumed that the breakage kernel was symmetric in the sense that
the birth of two equally sized fragments is the most probable scenario in each breakage event.
However, there are situations in which this might not be true. In this section, we will study
the behaviour of the system when the mother particle partitions its material asymmetrically
upon the two daughter fragments. There are many ways that one can define an asymmetric
breakage kernel. For simplicity, let us assume that upon breakage one daughter fragment
always receives a fraction r of the mother particle, while the other 1 — r. If r is taken to
always represent the smallest fraction of mother particle content that is inherited by one of the
daughter particles we will have: 0 < » < 0.5. Under this assumption the breakage kernel is
formulated as follows:

1 1
V)= —80ry —x)+ —8((1 — — 25
px,y) = 5-8(ry —x) 20-7) (A =r)y—x) (25)
where § is the delta function. Clearly, the breakage kernel defined by equation (25) is discrete.
For r = 0.5, we obtain the symmetric limit of this breakage kernel. It is easy to see that
(25) satisfies the basic properties of p(x, y) in a binary breakage process. Substituting this
expression into equation (12), we obtain (instead of an integro-partial differential equation),
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Figure 4. Effect of the sharpness of the breakage mechanism (parameter L) on the self-similar
solution for ¢ = 5 for the case of a symmetric breakage kernel.

a functional partial differential equation (FPDE) for the number density function dynamics:

on(x, 1) 1 oxy x 1 al il
T_—a(x)n(x,t)+;a(7)n(;,f)+ l—ra<1—r>n<l—r’t)

—n(x. 1) f a(o)n(x. 1) dx. (26)
0

It is easy to show that applying the same transformation (14)—(16) to (26), leads to the following
equation for the dynamics of the normalized number density function:

of __3G) , —a@f @0+ a()f () + mralH) /(5 7) fen @
aT 9z Jo™ a@) f(z,7)dz “

subject to the same normalization conditions (19) and (21). Minor modifications in our steady
state and transient codes allowed us to successfully simulate the breakage process in the case
of asymmetric breakage kernels.

Similar to the symmetric breakage kernel case, the number density function n(x, t)
does not reach a time-invariant behaviour, while the transformed, normalized number density
function f (z, ) does. Thus, self-similarity is also a feature of asymmetric breakage as was also
shown by Kostoglou [20] using theoretical tools. Figure 5 shows the effect of the partitioning
ratio r on the time-invariant shape of f(z, ). Note that higher asymmetry in the breakage
kernel (lower value of r) leads to broader number density functions. More importantly, note
that as opposed to the case of symmetric breakage kernel, the time-invariant, normalized
number density function becomes bimodal for breakage kernels that are asymmetric beyond
a certain threshold. The value of the threshold in r, below which the bimodality pattern
appears, is a monotonically increasing function of the sharpness of the breakage mechanism
(parameter L). This important qualitative difference with the symmetric breakage kernel case
is in qualitative agreement with the recent theoretical results of Kostoglou [20] and can be
understood as follows.
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Figure 5. Effect of the extent of asymmetry r of the asymmetric breakage kernel on the self-similar
solution for L = 5.

The appearance of multimodal number density functions transiently (see also figure 7)
as well as asymptotically is a result of the complex interplay between the breakage and
partitioning mechanisms as well as convection in the dimensionless size domain (z domain).
In particular, the initial, transient development of multiple subpopulations is a consequence of
the fact that bigger particles break faster than smaller particles and that our initial condition is
rather narrow. The number of distinct subpopulations (modes) that will be created transiently
is a function of the initial particle distribution, the sharpness of the breakage mechanism and
the extent of asymmetry in breakage. Broad initial distributions facilitate the appearance of
more distinct subpopulations of particles as has been seen in many transient simulations of
the system. Moreover, the sharper the breakage mechanism is (higher value of L) or the more
asymmetric the breakage is (low values of r), the smaller the number of distinct subpopulations
that will be created.

The dynamics of the normalized number density function are influenced by convection in
the normalized particle size domain (see the first term in the right-hand side of equation (27)).
All particles move towards bigger dimensionless sizes, with a rate that is equal to their size.
Therefore, convection contributes towards solidifying the initial separation of the population
into subpopulations, since the bigger particles move faster towards higher dimensionless
sizes than their smaller peers. On the other hand, breakage of bigger particles is faster
than that of the smaller particles and, contrary to convection, tends to ‘return’ particles to
lower dimensionless sizes. Therefore, breakage tends to bring the different subpopulations
together for large dimensionless times thus, promoting unimodal shapes of the number density
function. The final outcome strongly depends on the extent of asymmetry in the breakage
kernel. If partitioning is nearly symmetric, the size separation between the subpopulations
is small. Hence, there is enough time for the breakage process to asymptotically bring
the subpopulations together in a unimodal number density function. If, on the other hand,
partitioning is more asymmetric than a certain threshold, there is not enough time for the
subpopulation at lower sizes to ‘catch-up’ with the subpopulation at higher sizes, thus leading
to bimodal number density functions asymptotically. The fact that at most two modes appear
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Figure 6. Effect of the sharpness of the breakage mechanism (parameter L) on the self-similar
solution for » = 0.4 and for the case of asymmetric breakage kernels.

asymptotically (although more may appear transiently) is a direct consequence of binary
breakage. We expect that multimodal steady-state number density functions will exist if each
breakage event leads to the production of more than two particles.

We have already seen in figure 5 that high asymmetry in the breakage kernel leads
asymptotically to broader and bimodal number density functions. One might be tempted
to think that asymptotic bimodality is always accompanied by an increase in the standard
deviation of the normalized, time-invariant number density function. However, this is not the
case as can be seen in figure 6, which shows the effect of L on the shape of f(z) asymptotically.
Note that sharper breakage (higher values of L) leads to bimodal but narrower number density
functions for a given extent of asymmetry in the breakage kernel. The decrease in the standard
deviation for larger values of L has the same qualitative explanation as for the case of the
symmetric breakage kernel. The appearance of bimodal number density functions for sharper
breakage mechanisms is a result of the clearer size separation between distinct subpopulations
initially, which cannot be compensated even for nearly symmetric breakage kernels (r = 0.4).
This in turn leads to the observed bimodality for values of L higher than a threshold.

The results presented in figures 5 and 6 were also verified through extensive transient
simulations. Starting from a variety of initial conditions, the system reaches the number
density functions presented in figures 5 and 6, thus verifying their stability. Figure 7 shows a
representative transient simulation for the case of » = 0.3. Note that initially, multimodal
number density functions appear, which are in qualitative agreement with the work of
Kostoglou and Karabelas [14] who employed the analytical method of successive generations
to also show multimodality at early times in the case of the homogeneous erosion kernel.
However, note that after approximately = 7 the system starts to approach the final bimodal
number density function shown in figure 5. Self-similarity is attained at approximately t = 11.
The dimensionless time required to reach self-similarity decreases as breakage becomes more
asymmetric (lower values of r). Note that despite the early erratic dynamical behaviour of
the system due to the development of multimodal number density functions as a result of the
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Figure 8. Dimensionless time evolution of the normalized number density function f(z, t) for
L =5 and for the symmetric limit of the asymmetric breakage kernel (r = 0.5).

discrete nature of the breakage kernel, the numerical algorithm manages to successfully
simulate the process from the initial condition up to the point in time where it reaches self-
similar behaviour.

There is one notable exception where the system does not exhibit self-similar behaviour
in the traditional sense. This is the case of the symmetric limit of the breakage kernel (25) (r
= 0.5), which deserves special consideration due to its unique dynamical characteristics.
Figure 8 shows a representative transient simulation for L = 5. Note that the system
does not reach the time-invariant state presented in figure 5. Instead, it exhibits sustained
oscillations.

This qualitative behaviour was found to be independent of the sharpness of the breakage
mechanism as well as the initial condition, as shown in figures 9 and 10. In all cases where
r = 0.5, the system oscillates around the unstable time-invariant number density function
corresponding to the specific value of L. The sharpness of the division mechanism influences
the amplitude of the oscillations as shown in figure 9. Sharper breakage leads to higher
oscillation amplitude, while the oscillation centre becomes lower, since sharper breakage
decreases the standard deviation of the corresponding unstable, time-invariant number density
function. Moreover, narrower initial conditions lead to more pronounced oscillations around
the same centre, as figure 10 shows. Finally, note that in all cases, the period of the oscillation
remains exactly the same, and, as found through computations equal to: 7 = In 2.

To understand the existence of the oscillations in the special case of perfectly equal
partitioning, consider two particles which initially have the same size normalized around the
mean (same z value). Due to the linearity of the convection term in equation (27), they will
both ‘grow’ in the z-domain with the same rate. They will break simultaneously with the
same size and each mother particle will produce two identical daughter particles. All four of
the newborn particles will have the exact same z value, and they will re-start ‘growing’ in the
z-domain with the same rate since they have equal dimensionless sizes, until they break again
with the same size giving birth to eight new particles with equal dimensionless sizes. This
phenomenon will keep repeating itself for all particles in the population, thus giving rise to the
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Figure 9. The effect of the sharpness of the breakage mechanism (parameter L) on the oscillation
dynamics of the standard deviation of f(z, 7) for the symmetric limit of the asymmetric breakage
kernel (r = 0.5). Open circles: L = 4; filled circles: L = 5; filled squares: L = 7; open squares:
L =10.

observed sustained oscillations. This is not the case if partitioning is asymmetric (r < 0.5) or
even if partitioning is symmetric but not discrete, such as in equation (8). Although the highest
probability at each breakage event is to produce two equally sized particles when partitioning
is symmetric and not discrete, there is still the probability of producing two daughter particles
of different sizes. As a result, the two newborn particles ‘grow’ in the z-domain with
different rates, break at different times, and therefore, the perfect periodic behaviour is
destroyed.

Diekmann and co-workers have worked with the cell population balance model with equal
partitioning [26], which is remarkably similar to equation (27) for = 0.5. The basic difference
originates from the fact that the total dimensionless breakage rate foz "™ a(z) f(z, T) dz becomes
dependent on dimensionless time for 7 = 0.5. Due to the fact that in equation (27) both terms
are normalized with the total breakage rate, the breakage and birth rates also become dependent
on dimensionless time in our formulation. In contrast, in the case of the FPDE they studied,
the division and birth rates were time independent. Using semi-group theory, Diekmann and
co-workers have shown that when the single-cell growth rate is linear with a proportionality
constant of 1, the number density function will oscillate with a period of In2. Although in
our case there is no growth in the real size domain, there is artificial growth or convection in
the dimensionless size domain, which is linear with a proportionality constant of 1. Thus, our
prediction for the existence of a periodic solution as well as for the actual value of the period
of the oscillation is consistent with the theoretical analysis of Diekmann and co-workers [26].
It will be interesting to develop possible extensions of their theoretical work in the case of the
FPDE (27).
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deviation of f(z,t) for the symmetric limit of the asymmetric breakage kernel (r = 0.5).
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5. Summary and conclusions

In this work we studied the general binary breakage problem for the power-law family of
breakage functions and two families of breakage kernels: one symmetric and one asymmetric.
We transformed the original problem into a new coordinate system which clearly highlighted
the self-similar behaviour of the process independently of the parameters of the problem.
Moreover, we developed a novel, moving boundary numerical algorithm which can simulate
the process rapidly and accurately. The algorithm consists of first recasting the problem in
a moving boundary formulation and then utilizing orthonormal Legendre basis functions for
the approximation of the solution in the dimensionless size domain, in conjunction with time
explicit Runge—Kutta fourth-order for the time integration. The numerical results were found
to be in excellent agreement with known analytical results, thus verifying the validity of the
code.

The developed numerical algorithm has several unique features, which render it very
powerful when compared to other numerical algorithms that were presented in the literature in
order to solve the general binary breakage problem. First, the transformation employed allows
solving the modified problem in the coordinates which lead to a time-invariant state. This in
turn prevents errors at large times that are associated with direct discretization of the original
form of the problem. At the same time, the presented approach predicts the time-invariant
distributions, which possess a variety of information that can be utilized to extract model
parameter values. Moreover, the transformation allows analytical knowledge of the particle
density at each point in time. In addition, the use of a moving boundary formulation in the
transformed coordinate system offers more accuracy. This is because the degrees of freedom
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employed in the simulation are used to approximate the distribution at each point in time only
in the region of the domain where particles exist.

The presented numerical simulations have shown that the number density function with
respect to particle size does not reach a genuine steady state as the mean particle size
continuously decreases with time. However, the normalized around the mean number
density function quickly reaches a time-invariant state, which can be used to extract key
system parameters through comparison with experimental data. In the case of the family of
symmetric beta distributions describing the partitioning of the mother particle into two daughter
particles, it was found that sharper breakage functions lead to narrower and more symmetric
time-invariant number density functions, while higher probability for exactly equal partitioning
leads to narrower time-invariant number density functions.

We modelled the case of asymmetric breakage by assuming that each breakage event
leads to the birth of one particle with a fraction r and another particle with a fraction 1 — r of
the size of the mother particle. Contrary to the case of symmetric breakage kernels, where all
asymptotic, normalized number density functions were unimodal, a high degree of asymmetry
in the breakage kernel was found to asymptotically lead to bimodal and broader normalized
number density functions. Furthermore, bimodality may also appear as a consequence of
sharp breakage mechanisms even for moderately asymmetric breakage kernels. However,
bimodality thus induced is accompanied by a decrease in the standard deviation of the
asymptotic, normalized number density function.

The only case where a time-invariant, normalized number density function was not reached
is the symmetric limit of the asymmetric breakage kernel. In this case, the normalized number
density function exhibits sustained oscillations with a standard deviation that fluctuates around
the value of the corresponding unstable solution of the steady-state problem. Sharper breakage
mechanisms and narrower initial conditions lead to higher amplitude oscillations, while the
period of the oscillation is always independent of the parameters of the problem and was found
to be equal to In2 in all cases. To the author’s knowledge, this is the first time that sustained
oscillations are predicted asymptotically in the context of pure breakage processes.

Due to the generality of the approach and numerical solution, the presented framework can
prove to be a valuable tool in extracting system parameters from experimentally obtained time-
invariant, normalized number density functions. Moreover, due to the low number of modes
necessary to simulate the process, our numerical algorithm can be used as a basis for controller
synthesis in breakage processes. This can prove to be a powerful approach especially if
combined with approximate inertial manifold techniques used for model reduction in a variety
of systems described by partial differential equations (see, e.g., [27]). Finally, the presented
framework can easily be extended to multi-breakage processes with minor modifications.
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Appendix

In order to achieve higher computational efficiency, we treated the right boundary zyax as time
dependent. Thus, we posed the problem in a moving boundary formulation. The moving
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domain [0, zmax(7)] was mapped into the fixed computational domain [0, 1] through the linear
transformation:

Z = Zmax(7)§, 0<é<1. (A.1)
We also set

fz,©)dz = u(, 7)dé. (A.2)
Thus

fz, )= uf’ 24 (A.3)

Using equations (A.1)—(A.3) and the homogeneity of the breakage kernel, equation (17)
becomes

ou | dome ) 0Ew)  —a@uE 0 +2 [ ampE muln, t)dn
(Lt ) 2 | )
It \zmax dt 9 Jo a®uE, ) ds
(A4)
subject to the initial condition:
o N() max O
ute, 0) = EAN 0@ ) (A5)

To find the dynamics of the moving right boundary z;,.x, Which appear in equation (A.4), we
take the time derivative of equation (20) and apply the chain rule:

0f (Zmax, T) dZmax N Of Zmax, T)

0. A.6
0z dr ot (A-6)
Using the transformation (A.1)—(A.3), we obtain
8 1, 1 d max
uor) 1 dZmax, g o (A7)

0T Zmax dT
Applying equation (A.4) to & = 1 and substituting into equation (A.7) yields the equation that
determines the dynamics of Zpx:

1 dzme (D) 2u(l0) [ a@)u(E. T) dg

= (A.8)
Zmax T WD [TaEu(E, 7) dk
Moreover, the solution of equation (A.4) obeys the normalization constraint:
1
f u,r)dé = 1. (A9)
0
Taking the time derivative of equation (A.9) we obtain
1
a
/ Mag =o. (A.10)
0 0T
Furthermore, from equations (21) and (A.1) we obtain
1
1
Zmax/ Su(gs T) dg =1 = Imax = T (All)
0 (&)

where (£) is the mean value of u (&, 7). Taking the time derivative of equation (A.11) yields

1 1 1
/ g e = L o [T e (A.12)
0 aT Zmax dr 0
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Thus, the problem to be solved consists of equation (A.4) with the dynamics of z,x given
by equation (A.8), subject to the initial condition (A.5) and the constraints (A.7), (A.10) and
(A12).

We expand the solution in an infinite series of basis functions and retain only a finite
number (n) of terms in the expansion:

uE 1) =Y c;(1)¢; (). (A.13)

j=1

We chose Legendre basis functions due to their excellent convergence properties in
approximating the solutions to a variety of problems in fixed domains with general boundary
conditions [25]. In [0, 1] the Legendre basis functions are defined as follows:

¢i(§) = V2 — 1 Pi(§) i=12,... (A.14)
where the polynomials P;(x) are evaluated by the recursive formula:

Pi(§) =1 Py(§) =28 -1

2i —3 i—2 _ (A.15)
Pi(f)=ﬁ(2§—1)Pi—1(§)—m i2(8) i=3,4,....
The functions defined by equations (A.14) and (A.15) form an orthonormal set:
1
f $i(§)9;(§) d§ = éij. (A.16)
0

To derive the dynamics of the time-dependent expansion coefficients, we apply the standard
weighted residual approach. In particular we (a) substitute equation (A.13) into equation (A.4),
(b) multiply by ¢; (&) both sides of the equation, (c) integrate over the entire domain [0, 1],
and (d) apply the orthonormality condition (A.16) to obtain the following system of ordinary
differential equations:

n

dc; 1 dzmax " 1
E =—< d—ra—1);Gij6j+A—OZ(—D,’j+B,‘j)Cj—Ci (A17)

Zmax

j=1
where
ld X
G = / PE) e () de (A.18)
o d&
1
Dy = /0 6:(5) a(®) ¢, (&) d& (A.19)
1 1
By = /0 6:(5) [ /{S am)p(&, n)¢j(n)dn}dé (A.20)
n 1
A, =3¢ /0 a(8); (&) de. (A21)
j=1

Substituting equation (A.13) into equation (A.8) yields
1 dzmax — 1+ (1+24,) Z?:l C'j(r)‘t)j(l)

Zmax dr Ao Z;l':l Cj (T) d(lg;l)

(A.22)
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Moreover, applying equation (A.13) into constraints (A.10) and (A.12) yields the constraints
that the time derivatives of the expansion coefficients need to satisfy

n di 1
o [ eea=o (A.23)
io 4t Jo
and
- dc; ! 1 dZmax . :
> & [ eoeras =L e | enerae. (A24)

In order to ensure that the solution is consistent with equation (A.22), we need to impose
equation (A.7) that was used to derive equation (A.8). Substituting equation (A.13) into
equation (A.7) yields an additional constraint on the time derivatives of the expansion
coefficients:

n

de; 1z o
Yoo =—=253 i) (A.25)

i=1 Zmax i=1

Thus, we transformed the problem into the system of ODEs (A.17), with the dynamics of
Zmax given by equation (A.22). These ODEs need to satisfy the constraints expressed by
equations (A.23)—(A.25). For the time integration of this system, we applied the Runge—Kutta
fourth-order method, which is known to be very appropriate for the numerical solution of
population balance models due to the excellent compromise between accuracy, CPU time
requirements and numerical stability that it offers [28-30].
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